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Abstract

We consider lossless compression of digital contours in map images. The problem is attacked by the use of context-based statistical
modeling and entropy coding of the chain codes. We propose to generate an optimal n-ary incomplete context tree by first constructing a
complete tree up to a predefined depth and creating the optimal tree by pruning out nodes that do not provide improvement in compression.
We apply this method for both vector and raster maps. Experiments show that the proposed method gives lower bit rates than the existing

methods of chain codes compression for the set of test data.
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1. Introduction

Digital maps are usually stored as vector graphics in a
database for retrieving the data using spatial location as the
search key. The visual outlook of maps representing the same
region varies depending on the type of the map (topographic
or road map), and on the desired scale (local or regional
map). Vector representation is convenient for zooming as
the maps can be displayed in any resolution defined by the
user. The maps can be converted to raster images for data
transmission, distribution via web and visualization. Also
map images can exist in raster format.

Chain coding is a common approach for representing dif-
ferent shapes such as line-drawings, planar curves and con-
tours. We consider the compression of thin digital curves of
one-pixel width, which are extracted from the vector data.
The same time we consider the case when the contours in-
formation is obtained directly from the raster map.

* Corresponding author. Tel.: +358 46 810 8544; fax: +358 13251 7955.
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Previous works in literature consider different schemes
of encoding and chain code representation. The approaches,
introduced by authors, are distinguished into several groups.
Some of the works [1-4] consider the compression of chain
codes with Huffman or arithmetic coders. Another authors
used a context models of different orders: 1-order [5,6],
2-order [7,8], 3-order [9], 5-order [10] and up to 8 [11]. The
problem of encoding of chain codes by prediction by par-
tial matching (PPM) algorithm [12] has been considered in
Refs. [13,14].

In principle, context-based compression can be improved
by using of a larger number of neighboring symbols as a
context. However, the growth of the context depth leads to
the problem of context dilution, in which the statistics are
distributed over too many contexts, and thus, affects the
accuracy of the probability estimates. Context tree provides
a more flexible approach for modeling the contexts so that a
larger number of neighbor pixels can be taken into account
without the context dilution problem [15]. The context tree
algorithm was introduced in Ref. [16], and analyzed in Ref.
[17]. Practical solutions for the binary context tree based
compression algorithms for grayscale and bi-level images
have been described in Refs. [18,15] correspondingly.
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Fig. 1. Overall system diagram of the proposed method.

In this paper, we use the context tree approach for com-
pression of chain codes. We provide algorithm for optimal
n-ary incomplete context tree construction. The proposed al-
gorithm constructs a context tree up to a predefined depth,
and then prunes it according to the collected statistics in
order to minimize the cost of the tree. The tree structure
depends on the encoded data, and needs to be stored in the
encoded file. Arithmetic coding is used for entropy encoding
of the output data. We compare the proposed algorithm with
existing compression methods of chain codes. Finally, we
compare the compression of map contours encoded by the
context tree to the same rasterized contours when encoded
as bitmaps.

2. Overall system description

The overall scheme of the proposed compression method
is as follows:

Step 1: Extract the chain codes from a vector or raster
map. Store the information about the beginning of the chains
(BOC) and their lengths into the output file.

Step 2: Create an optimal context tree for the chain codes.
Store the context tree structure in the output file.

Step 3: Encode the chain codes using the resulting context
tree and an entropy coder.

This scheme is shown in Fig. 1. The procedure of BOC
storage is described below.

2.1. Chain code representation

Freeman [20] proposed chain codes for description of
digitized curves, contours and drawings. Chain codes rep-
resent the digital contour by a sequence of line segments
of specified length and direction, see Fig. 2. We consider
both four- and eight-connected chain coding schemes. The
four-connected chain coding scheme is restricted by four-
connectivity and needs more chain codes to represent a con-
tour (see Fig. 3).

Another type of chain codes are crack codes [21,22],
which are used to describe boundaries of objects and bor-
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Fig. 2. The four- and eight-connected chain codes (a), (b) and the differ-
ential chain codes (c), (d).
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Fig. 3. An example of four- and eight-dconnected chain codes for
four-connected (left) and eight-connected chains (right).
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Fig. 4. An example of crack codes for non-binary image. There are three
chains: (0), (3,3,3,2,3,1,1), (0,1,0,0,0).
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Fig. 5. An example of crack codes (left) and Freeman chain codes (right)
for a one-pixel width object.

ders between regions in color raster images. Crack codes
are defined in the same way as four-connected chain codes,
but the contour is formed by traversing along the cracks be-
tween adjacent pixels with different colors, see Fig. 4.

Crack codes are efficient in representing of the region
borders. The using of crack codes for color images solves
the problem of the border representation redundancy, which
arises when Freeman codes are in use [23,24]. Freeman
chain codes are more efficient for representation of one-pixel
width lines, see Fig. 5. Here, for description of four-pixels
shape we need ten crack codes, or three eight-connected
Freeman chain codes.
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The more efficient way of the chain code representation is
the differential chain codes [25]. Each chain code is replaced
by its difference from the preceding chain code (see Fig. 2).
We denote a chain code by ¢; and the difference between the
codes by k; = ¢; — c¢j—1. The differential chain code x; for
four-connected and eight-connected schemes is calculated
by Egs. (1) and (2) correspondingly.

ki+4 ifki<—1,
X = ki—4 ifkl'>2, (1)
ki otherwise,

ki +8 ifk;<—3,
xi =13k —8 ifk; >4, 2)
ki otherwise.

2.2. Extraction of chain codes from vector and raster data

In case of vector maps, the chain codes could be extracted
directly from the vector data. The procedure consists of the
following steps:

Step 1: Transformation of map vertices coordinates: con-
vert the original vector coordinates into coordinates on raster.
The transformed coordinates represent the start and end
points of straight lines, which form contours and curves on
the raster.

Step 2: Chain codes construction: sequentially, calculate
the chain codes for each digital line segment using Bresen-
ham’s algorithm for digital line drawing [26] taking into ac-
count type of connectivity in use.

If the map is given as a raster image, we can extract the
chain codes from the raster data either by line tracing using
Freeman chain codes, or by border tracing using crack codes
for binary [21,22] and color images [23,24]. In the latter
case, crack code chains are traced and encoded from one
junction point to another one; here junction (or branching)
point is the point where the borders of three regions are met,
see Fig. 4.

The eight-connected chain codes for an object contour can
be constructed directly from the crack codes of the contour
as alternative for shape representation (see Fig. 6). The rules
described in Table 1 [27] perform the conversion of two
crack codes ¢; and c;_1. The null value in the table means
the impossible combination of two neighbor crack codes.
The empty cell means that this combination of crack codes
does not produce the eight-connected chain code.
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Fig. 6. A crack code (left) and the corresponding Freeman chain code.

Table 1
Rules for converting four-connected crack codes to eight-connected chain
codes

Ci—1 0 1 2 3
0 0 1 Null
1 Null 2 3
2 Null 4 5
3 7 Null 6

3. Compression of chain codes
3.1. Finite context modeling

We consider the compression of the chain codes, where
the encoding is done according to their order in the input
data. We denote the ith input symbol by x;, and the string of
the m previous symbols x;_1, ..., xj_, by x'=™ In context-
based modeling, the probability of the current symbol x; is
conditioned on its context x'~™. The probabilities of dif-
ferent contexts, as well as the probabilities of the symbols
generated in a given context, are usually treated as being
independent [15]. Thus, a model becomes a collection of in-
dependent sources of random variables. By the assumption
of independence, it is simply to assign probabilities to each
new symbol. We denote the cardinality of the encoded data
alphabet by o and the counts of symbols generated under the

given context x'~ by ny(x'™™), ..., ny(x'~™). The con-
ditional probability of the event x; =k, k € [1,...,a] is
defined by

i ng(xi ™)
plxi =k|x'™") = (3)

Yoy’

We consider the encoding of the given statistical model by
an entropy encoder. The adaptive probability estimator of
coder operates by the following formula:

ng(x' =My + 6
Yoy oo

plxi =k|x'™™) = 4)

The parameter ¢ here depends on different arithmetic coders,
but it usually equals to 1/o [28,29].

3.2. Context tree algorithm revisited

Context tree is applied for the compression in the same
manner as the fixed size context, only the context selection
is different. The context selection is made by traversing the
context tree from the root to a terminal node, each time
selecting the branch according to the corresponding previous
symbol value. If the corresponding symbol points to a non-
existing branch or if the current node is a leaf, then we came
to a terminal node and stop descending. The terminal node
points to the statistical model that is to be used.
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Fig. 7. The construction of the context tree with maximum depth 4: an initially full tree, constructed along the traversing path (0, 1, 0, 0), and the pruned

incomplete one (right).

The context tree can be constructed beforehand (static ap-
proach) or optimized directly from the encoded data (semi-
adaptive approach). In the second case, the tree structure
must be stored in the compressed file.

The process of optimal tree construction consists of two
main phases: the initialization of the context tree, and the
pruning of the constructed tree [30], see Fig. 7. These phases
will be described below.

3.3. Construction of an initial context tree

To construct an initial context tree for the input data,
we need to process through the data to collect statistics for
all potential contexts. Each node stores information of the
counts of each code. The algorithm of the context tree con-
struction by processing every chain code as follows:

Step 1: Create the root of the tree.

Step 2: For each symbol x;, i € [1,...,n]:

e Traverse the tree along the path defined by the symbols
in context x! ="

e If some node, visited along the path, does not have
a consequent branch for transition to the next context
symbol, then create the necessary child node and pro-
cess it. Each new node has o counters, which are ini-
tially set to zero.

e In all visited nodes, increase the count of the current
symbol x; by 1.

This completes the construction of the context tree for all
possible contexts. The time complexity of the algorithm is
O(m - n), where n is the number symbols in the data.

3.4. Constructing of an optimal context tree

The initial context tree is pruned by comparing every par-
ent node against its children nodes for finding the optimal
combination of siblings. We denote the overall tree struc-
ture by 7 and the nodes of the tree by w € T. The number

Configuration vector: 0,0,00  (1,0,0) 0,1,0) 0,0,1)

R

Configuration vector: ©,1,1) (1,0,1) (1L,1,0) (1,1,1)

50508 8o

Fig. 8. Example of different configuration vectors.

Branches:

Branches:

of bits, required for description of each context tree node in
the compressed file, is the size of the alphabet a.

We denote the set of nodes of the tree T by S(7"). We
denote the count of the symbol i by n; (w), w € S(T'). By the
cost of node w here we understand the following expression
[15]:

CT(”ll('LU), n2(w)v e na(w))
[T ITE ™ G+ 0

= —log, .
1—[;0:((1)1))+n1(w)+~~-+nx(w)7l(j o)

(&)

By the cost of the context tree T, we will denote the following
expression:

L(T)=oa-|S(T)| + Z cr(ni(w), na(w), ..., ng(w)).
weS(T)

(6)

The first term gives the number of bits, needed to store the
tree, and the second term is an estimation of the compressed
file size. The goal of the tree pruning is to modify the context
tree structure in order to minimize (6).

3.5. Bottom-up algorithm

We use a bottom-up algorithm [31] to solve the problem
of the optimal context tree pruning. The main principle of
this algorithm is that the optimal tree consists of optimal
sub-trees.
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Fig. 9. Example of a single node pruning: resulted configuration is (0, 0, 0, 1).

For any node w € T, we denote its child nodes by w;.
We denote the vector that describes the structure of node
branches as the node configuration vector. The vector v =
(v1,...,vy) v; € {0, 1} defines which of the branches will
be pruned out after optimization: if v; =0, then the ith branch
is pruned. An example of different configuration vectors is
shown in Fig. 8.

The optimal cost L,y (T) for any given tree T can be
expressed by the recursive equations (7) and (8):

cr(n(w)) +o if T is leaf,
Lopi(T) = {mvin{Lv(T, v)} otherwise, 7
where
L,(T,v)=cr (n(w) —vo (Z n(wﬂ))

+ Y i Lopi(T)) + o ®)

The tree 7; is a sub-tree of 7, starting from the node w;.

The calculation of the cost of the optimal context tree T
is done according to:

Step 1: If T has no child nodes, then return the accumulated
code length of its root according to formula (7).

Step 2: For all sub-trees 7; C T, starting from the child
nodes of T root, calculate their optimal costs Ly (T;).

Step 3: According to the found L, (T;), the vectors of
counts n(w), n(wy), ..., n(wy), find the optimal configura-
tion vector vy, = argmin{L, (7T, v)}.

Step 4: Prune out the children sub-trees according the
VECtor Vy,ip-

Step 5: Return the value L (T, vyin).

The algorithm recursively prunes out all unnecessary sub-
trees, and finally gets the optimal structure of the context
tree, see Fig. 9. The optimal configuration vector for each
node is found by full search algorithm.

4. Encoding of BOC

The description of contours consists of chain codes and
the coordinates of the chain beginnings. In case of open

chains we need to encode the lengths and start positions.
In case of closed ones we encode only coordinates of chain
beginnings.

We encode BOCs by one of the following methods. Ac-
cording to the first method we directly store the coordinates
of BOCs in the compressed file. According to the second
method we represent all BOCs by black points on a white
background and encode the resulting image as a binary one.
We choose that method which produces better compression.

The description of BOCs of crack codes, extracted from
non-binary images, also includes two numbers, which define
the colors of cracked regions.

5. Experiments

We tested the proposed algorithm for different types of
data as shown in Fig. 10. The first five images from the
test set are the vector data, transformed into chain codes.
The vector images #1—4 are used after data precision reduc-
tion in order to fit the data for the image with dimensions
5000 x 5000 pixels. The vector image #5 was taken as it
is. These images are contours of geographical objects and
elevation lines. The next six maps are raster images. The
images #6-8 represent schemes of fields and forest stands:
image #6 is binary and images #7 and 8 are grayscales
with 256 colors. The last three binary images are semantic
layers of different maps from NLS [31]: water, elevation
lines and administrative information. Properties of the test
images and statistics of extracted chain codes are shown in
Table 2.

We have provided two series of experiments. The first
series illustrates the efficiency of the optimal context tree
encoding of the chain codes. The second one studies the
ability of the chain encoding to increase the compression
performance of the map image compression in general. The
used entropy coder is a range-coder [29].

We divided the algorithms into two groups: encoding of
four-connected differential chain codes (CC4) and encod-
ing of eight-connected differential chain codes (CCS8). By
CC4 we understand four-connected Freeman chain codes re-
sulted from vector data and the crack codes, obtained from
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Fig. 10. The test set of images; Images #4—6 and #9—11 are represented by fragments.
Table 2
Chain code statistics for the tested images
Type of the map Image dimensions Number of chains CC4 CC8

Image #1 Vector 5000 x 5000 1 37 888 27 306
Image #2 Vector 5000 x 5000 1 86 216 64 220
Image #3 Vector 5000 x 5000 142 208 205 160 749
Image #4 Vector 5000 x 5000 537 519 316 356 839
Image #5 Vector 4391 x 4053 2551 1708 522 1222 485
Image #6 Raster 5000 x 5000 341 149 546 106 762
Image #7 Raster 1024 x 1024 1859 83 199 58 069
Image #8 Raster 1024 x 1024 1893 85574 59 824
Image #9 Raster 5000 x 5000 3167 1 610 382 1 100 952
Image #10 Raster 5000 x 5000 18 498 2 565 670 1 786 825
Image #11 Raster 5000 x 5000 60 039 3970 510 3186 423
Table 3 Table 4
Comparison of bit rates for different algorithms operating with CC4 (bits Comparison of bit rates for different algorithms operating with CC8 (bits
per code) per code)

Estes and Algazi PPM4 CTC4 Liu and Zalik Lu and Dunham PPM8 CTC8
Image #1 0.761 0.726 0.729 Image #1 1.809 1.106 0.996 1.004
Image #2 1.052 1.032 1.012 Image #2 1.949 1.486 1.441 1.400
Image #3 1.524 1.567 1.494 Image #3 2.726 2.338 2.396 2.290
Image #4 0.597 0.586 0.565 Image #4 1.827 0.971 0.810 0.813
Image #5 0.704 0.690 0.670 Image #5 1.684 1.050 0.952 0.943
Image #6 0.851 0.825 0.824 Image #6 1.812 1.250 1.179 1.153
Image #7 1.066 1.068 1.025 Image #7 1.778 1.520 1.585 1.463
Image #8 1.098 1.094 1.054 Image #8 1.795 1.564 1.620 1.506
Image #9 0.613 0.615 0.574 Image #9 1.838 1.022 0.839 0.798
Image #10 0.868 0.851 0.815 Image #10 1.880 1.329 1.195 1.177
Image #11 0.732 0.730 0.688 Image #11 1.550 1.044 0.882 0.831
Average 0.897 0.889 0.859 Average 1.877 1.335 1.263 1.216




950

A. Akimov et al. / Pattern Recognition 40 (2007) 944—952

Table 5
Comparison of different compression schemes for raster images (bytes). Images #7, 8 are compressed by GIF; all other images are compressed by JBIG
JBIG/GIF Liu and Zalik Lu and Dunham Estes and Algazi PPM4 PPM8 CTC4 CTC8
Image #1 5719 6185 3784 3615 3450 3410 3467 3437
Image #2 16 027 15 680 11 947 11 348 11 131 11 596 10 910 11 263
Image #3 41789 55169 46 977 40 071 41183 48 545 39 291 46 416
Image #4 71 128 82 550 43 331 39 858 39 114 37 204 37 740 37 336
Image #5 181 065 270 870 174 078 163 893 160 935 159 051 156 583 148 531
Image #6 20 509 24 973 16 684 16 693 16 215 16 527 16 197 16 198
Image #7 99 304 18 454 16 575 16 633 16 653 17 051 16 175 16 156
Image #8 99 849 19 057 17 331 17 374 17 334 17 746 16 907 16 893
Image #9 117 436 258 878 140 715 129 493 129 797 121 461 121 570 115 826
Image #10 227 637 446 442 296 888 304 922 299 405 294 059 287 849 289 349
Image #11 252 740 674 051 415 958 419 744 418 888 407 882 397 986 387 626
Average 103 018 170 210 107 661 105 786 104 919 103 139 100 425 99 003
4-connected CC Table 6
0.92 The proportion of different parts in the compressed file
—o—Real bit rate
T 0.90 ‘\\ —e—Estimated bit rate BOC (%) CT (%) Chain codes (%)
,8; 0.88 \‘\\\ Image #1 0.3 1.5 98.2
g' 0.86 Image #2 0.1 0.6 99.3
H \\_\\o\ Image #3 1.0 0.2 98.8
g 0.84 — Image #4 2.8 0.7 96.4
b \*\*\, Image #5 9.0 0.5 90.5
@ 082 Tmage #6 4.9 0.8 943
0.80 . i . . . Image #7 342 0.2 65.6
3 5 7 9 1 13 15 Image #8 333 0.1 66.6
Image #9 4.9 0.5 94.6
Context tree depth Image #10 9.2 0.6 90.2
Fig. 11. Dependency between average bit rate and context tree depth in Image #11 142 0.9 84.9
CTC4. Average 10.4 0.6 89.0

8-connected CC
1.28
—o— Real bit rate
1.25 —e— Estimated bit rate
o
°
§ 1.22 T~
g. \L
£ 119 ~
z \
g 116 —*
R
1.10 T T T T T
3 5 7 9 11 13 15

Context tree depth

Fig. 12. Dependency between average bit rate and context tree depth in
CTCS8.

raster images. We compared the following algorithms of
CC4 compression:

e Estes and Algazi: Encoding by n-order context model
up to 10 [11];

e PPM4: PPM algorithm applied for CC4 compression
[12];

e CTC4: The proposed context tree encoding of CC4.

Table 7
Three most used context for Image #4 in CTC4

Context E |I| E m Total

BEREEREEG 0577 o 2 1943 12522
NSRS HEHE) 4 1355 7924 0 9283

QRPONERTIEG  sos o 8 1910 7822

The compression of CC8 was compared on the following
algorithms:

e Liu and Zalik: Encoding by fixed Huffman codes [1];

e Lu and Dunham: Encoding by second-order context
model [8];

e PPMS8: PPM algorithm applied for CC8 compression
[12];

e CTCS: The proposed context tree encoding of CC8.

We used PPM with maximum depth of the context 8. The
usage of context of higher order in PPM algorithm leads to
the context dilution problem and, consequently, to decreas-
ing of the PPM compression performance.
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Table 8

Three most used context for Image #4 in CTC8

Context E IIl IS' E Z] m Total
NINENG 2 0 1 0 3 560 6473 854 7893
EEEEE0) 0 0 6 681 4883 477 8 0 6055
AREREEG 45 2 0 0 0 0 4879 994 5920

The compression results for CC4 and CC8 are summa-
rized at the Tables 3 and 4; correspondingly. The results
for context tree encoding are calculated with maximum tree
depth 14. The proposed context tree encoding algorithm out-
performs all competitive methods in terms of compression
performance. The best competitive algorithm, PPM [12], has
quite close results, but it has a drawback. The efficiency of
the PPM algorithm (like any other fixed depth context-based
algorithm) strongly depends on correct choice of the con-
text depth. The using of too big depths for such algorithms
leads to context dilution problem. Due this, in some cases,
other competitive algorithms, which are using smaller con-
text depth, outperform the PPM (for instance, see results for
Image #7 in Table 4). The used context tree based approach
is not affected by the context dilution and, therefore, is able
to use bigger context depths and achieve better compression
results.

The Figs. 11 and 12 show the dependency between the
maximum context depth and the compression performance
in context tree compression of CC4 and CCS8 for estimated
and real bit rates. The estimated bit rate is obtained by
formula (7), and the real bit rate is resulted after entropy
encoding. We see that the compression performance only
increases with growth of the context tree depth. The differ-
ence between estimated and practical bit rates is negligible,
about 1-2%.

Table 5 shows the overall compression of map images.
We compared different techniques of chain codes compres-
sion with raster image compression algorithm, JBIG [19]
for binary images and GIF for non-binary ones. The results
show that for the images with comparably low saturation of
graphics details the chain code compression is better then
the raster-based one. The JBIG algorithm obtained better re-
sults for the map images with large number of tiny graphical
objects. This can be explained by the fact that the images
include a lot of graphical patterns. For instance, the sands
are defined by areas of dots, swamps and melioration sys-
tems by areas of horizontal lines and etc. The attempt of
straightforward converting all of this small objects into chain
codes leads to enormous number of chains and makes the
map compression by chain codes less efficient then a sim-
ple raster-based compression. The chain codes are mostly
efficient for encoding of the region borders for planar sub-
division maps (Images #6-8).

Table 6 represents the structure of the compressed file in
CTC4 compression: the percentage of all three part of data

in the file: the BOC, structure of the context tree (CT) and
the encoded chain codes.

The most used contexts in Image #4 for CTC4 and CTC8
compression are shown in Tables 7 and 8. We show that the
best correlation have been achieved on chains, describing
straight lines.

6. Conclusions

We considered the problem the lossless compression of
the chain codes. We applied the context tree based approach
to the problem and provide optimal algorithm for n-ary in-
complete context tree construction.

The suggested approach showed the best performance for
chain codes compression. It outperforms the PPM algorithm
by 3-4%, 5-7% over Markov model-based methods and
about 40% over simple Huffman encoding of differential
chain codes. We showed the ability to use chain codes tech-
nique for compression of map images.
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