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Biological neuron

• Primary part of neural system:
1. Body – soma
2. Inputs – dendrites (about 100 dendrites 

each neuron)
3. Output – axon (only one per neuron)

• Synapse: interface between dendrite of 
one neuron and axon of other

• Synaptic bind (weight) can be excitant or 
inhibitive



Biological neuron



Actual general neuron model

f base function:
- linear base function (LBF)

- radial base function (RBF)

g trigger function :
- discrete 
- piecewise continuous 
- continuous 
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Linear base function (LBF)
Trigger function - discrete 
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Usually
a = 0, b = 1 binary output
a = −1, b = 1 bipolar output



LBF - Trigger function
piecewise continuous
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LBF - Trigger function - continuous

ex. sigmoid:

For common values a = 0, b = 1, c = 0:

( )cue
abay +−+

−
+= λ1

ue
y λ−+
=

1
1



Radial base function (RBF)
Trigger function

Discrete
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Neuron networks classification

• Architecture
• Learning
• Application
• Implementation
• Computation
• Rating of neural networks



Classification – Architecture 1/4

1) Full connected network

2) Full connected symmetrical network



Classification – Architecture 2/4

3) Layer network



Classification – Architecture 3/4

4) Acyclic network



Classification – Architecture 4/4

5) Feed-forward network



Classification - learning

1. Correlation  learning
2. Competitive learning (adapt only weights     

of the winning neuron eventually weights 
of its neighbours too

3. Adaptation learning (adapt weights of all 
neurons)



Classification - application
1. Classification (input vector categorization into one of the 

existing class)
2. Clustering (creating groups of similar input vectors)
3. Vector quantification (assigning input vector to nearest 

sample vector)
4. Association (auto-association, hetero-association)
5. Functional  approximation 
6. Presumption
7. Identification of systems (behaviour of systems 

approximation)
8. Optimalization



Classification

• Implementation
hardware
software

• Computation
synchronous
asynchronous



Classification - rating
1. How well can it learn patterns of the training set?
2. How is it successful with new (testing) patterns?
3. What are the requirements? (memory, time..)

Network quality response rating – may      is the 
demanded  output vector and      is the existing 
output vector     error is distance of these 
vectors.
- Euclid rating
- Hamming rating
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Perceptron



Perceptron

Basic rule:
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Batch rule:
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