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Abstract. Statistically sound validation of results plays an important role in
modern data mining. In this context, it has been advocated to disregard patterns
that cannot be automatically confirmed as statistically valid by the available data.
In this short position paper, we argue against a mandatory automatic significance
filtering of results.

1 Introduction

Knowledge discovery in databases is deeply rooted in classical statistics. In one of
its most popular definitions, it has been characterized as the ”non-trivial process of
identifying valid, novel, potentially useful and ultimately understandable patterns” [4].
Here, valid explicitly describes the desire for statistically sound patterns. This avoids
the reporting of patterns, which are caused only by random fluctuations in the data.

In this spirit, the selection of interesting patterns is in many approaches strongly
influenced by statistical considerations. Interestingness measures (also called quality
function or evaluations functions) for pattern selection are very often inspired by statisti-
cal hypothesis tests, e.g., the χ2-test [11], the binomial measure [8], or the Kolmogorov-
Smirnov-Test for numerical data [6]. An even stricter way to secure statistic validity is,
to apply an arbitrary interestingness measure, but to filter all discovered patterns, which
do not pass a statistical significance test [17]. In order to facilitate the identification
of statistically sound patterns additional techniques are applied to handle the multiple
comparisons problem [5]: If many different hypotheses are investigated (as it is usually
done in data mining), then some candidates will pass standard significance tests with
unadapted significance values by pure chance, see for example [15]. Approaches to
achieve statistically sound result patterns despite this issue include (i) utilizing a holdout
set, (ii) applying an improved Bonferroni-like adaption of the significance threshold [15,
16], (iii) employing randomization techniques [10, 3], or (iv) applying bootstrap-based
approaches to control false discoveries [9]. These filterings are typically applied auto-
matically without showing the unfiltered results to the end user.

Focusing on the (statistically) significant patterns has been practiced with large suc-
cess in different domains. This, however, may lead in particular inexperienced data min-
ers to automatically test candidate patterns on statistical significance and reject patterns
that do not pass a significance test altogether, regardless of the application scenario.
In this short position paper, we argue against an automatic rejection of statistically in-
significant patterns.
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One goal of this paper is to encourage critical assessment regarding of automatic
statistical filtering of data mining results. In particular, we claim that automatic signifi-
cance filtering of results should be considered carefully in the application context and
should not be regarded as mandatory in general. By pointing out some deficiencies
of current statistical filtering approaches, we also imply potential directions for future
research. In addition, we also provide an (incomplete) list of factors that should be
considered for the decision regarding automatic rejection of not-significant results.

Statistical significance testing in general has been criticised for several reasons,
some of them fundamental, see for example [1, 2, 19]. In this paper, we do not follow
these lines of reasoning, but focus solely on arguments that are specific to automatic
significance testing of data mining results, especially of (supervised) pattern mining.

The rest of the paper is structured as follows: Section 2 presents our arguments
against automatic filtering of data mining results based on statistical significance test-
ing. It is structured in four main propositions. Section 3 provides a list of factors, which
should be considered if automatic significance filtering is in debate. The paper con-
cludes in Section 4 with a short summary.

2 Propositions

Proposition 1. Arguably, Data Mining is intended for hypothesis generation, not hy-
pothesis testing. Data Mining is an exploratory task.

The ultimate goal of each data analysis is to understand the characteristics and relations
of the variables in the dataset. In traditional statistics, exploratory data analysis tech-
niques [14] have been developed as a complement method to confirmatory statistics.
Exploratory data analysis makes use of descriptive statistics and visualization tech-
niques in order to get an overview on the dataset and to generate promising hypotheses.
These can then be confirmed or rejected by traditional tests on statistical significance
separately. It has been argued, that the task of data mining primarily excels in the ex-
ploratory part of the data analysis. For example, the function of subgroup discovery
(an important method of data mining) has been explained as ”a convenient hypothesis
generator for further analysis, not as a statistical oracle that can be blindly trusted” [18].

Although a statistical validation of result patterns is desired in many target applica-
tions, this is not the case in all scenarios. For example, it might be already advantageous
to get a hint to the cause for a certain problem for further investigation. This investi-
gation can be performed by additional data analysis methods, but also by completely
different application-inherent methods.

Proposition 2. If significance testing is performed in an independent process step, bet-
ter results can be achieved.

Amongst others, there is a simple and effective standard way to perform exploratory
data mining as well as automatic sound statistical validation with the available data:
the holdout approach splits the data in an exploratory part and a holdout part, which is
used for statistical validation [15]. However, it can be favorable to perform the holdout
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evaluation not automatically as part of the data mining process, but in a separated pro-
cess step that is preceded by an inspection of the patterns by human experts. This yields
several advantages:

First, by manual inspection experts can reduce the number of hypotheses, which are
validated using the holdout set. E.g., they can remove patterns, which are (semantically)
redundant to each other, or they can select only those patterns, which are potentially
useful for the target application. Since less patterns are validated with the holdout set
after the reduction, the applied correction factor for the multiple comparison procedure
(e.g., a Bonferroni or Holm-Bonferroni correction) is less strict, thus allowing more
patterns to pass the significance test.

Second, the choice of the significance test can be optimized. The selection of the
best-fitting statistical test for a certain task is a non-trivial task. The choice depends
strongly on the distributional characteristics of the test data. These characteristics may
vary in different parts of the data. For example, a numeric target attribute (as right-hand-
side of a rule) might be gaussian distributed for some patterns in the data, but not for the
overall dataset. However, in current pattern mining systems, which employ significance
filtering, only one fixed significance test is applied for all patterns. To achieve appli-
cability for a wide range of datasets, usually a nonparametric significance test is used.
These are often less powerful than their more specialized counterparts. This potentially
causes a pattern to be rejected as insignificant, although the pattern could be confirmed
by a more powerful statistical test chosen by a human after a manual inspection of the
pattern.

Third, if significance testing is performed in a separate phase (apart from the au-
tomatic mining algorithm), some application scenarios also allow for simple, target-
oriented acquisition of additional validation data. In particular for patterns that occur
only seldom in the data, the overall holdout set must be huge in order to confirm this
kind of patterns. However, if additional data can be acquired specifically for this pattern,
a few dozens of additional cases might be sufficient.

Of course, manual investigation of data mining results requires increased efforts in
comparison to automatic validation of the patterns directly in the data mining algorithm.
It might, however, also result in more, better, and statistically valid results. Therefore,
in many application scenarios it might be favorable to perform data mining first (as
hypothesis generation) and test hypotheses later in a separate step. This might specif-
ically be true, if an iterative and interactive process model is applied, as it has been
recommended for data mining.

Proposition 3. Adaptations of statistical significance tests for the multiple compar-
isons problem are not suited for interactive and iterative mining. The progression of
significance values during exploration can be counter-intuitive.

It has been widely acknowledged that successful knowledge discovery requires an
interactive and iterative approach. However, current adaptation methods for sound sta-
tistical data mining are heavily focused on a single run of an automatic discovery al-
gorithm. To the authors’ knowledge, sound corrections of significance values for the
multiple comparison problem are not integrated in any current interactive pattern min-
ing system.
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In theory, each hypothesis, which is displayed (or considered for display by an al-
gorithm) influences the correction factor for the multiple comparison procedure. There-
fore, the more patterns are interactively explored, the less powerful the statistical signi-
ficance tests get. This not only is inconvenient to implement, but also discourages the
central goal of interactive data exploration: the user should freely navigate in the data in
order to understand relations and data characteristics. If it has to be carefully considered,
which patterns are displayed during the interactive mining, in order to not lose power
for statistical tests, free exploration is discouraged and an (for domain experts) already
difficult task is further complicated. Effects of applying the correction for the multi-
ple comparison problems can also be very counter-intuitive. For example, the statistics
of a pattern can show a statistically significant deviation at first. However, after more
patterns are interactively explored, the same deviation gets insignificant, since a bigger
correction factor has to be applied.

The problem gets even more serious, if one considers the iterative process of data
mining tasks. As proposed for example by the CRISP-DM process model [13], it is
not uncommon to perform pre-processing steps (such as discretization of numeric at-
tributes), then perform a core data mining algorithm and later adapt the pre-processing
steps (e.g., using a different discretization method) with respect to the acquired results
for a second iteration. To achieve a statistically sound procedure, patterns explored in
the first iteration are also to be considered for the correction factor in subsequent itera-
tions. This severely limits the power of the applied significance tests.

A simple solution again could be to consider the interactive exploration only as
a hypothesis generation step and perform statistical testing later on separated holdout
data. A convenient, integrated solution for statistically sound, interactive and iterative
pattern mining has to the authors’ solution not yet been proposed.

Proposition 4. Significance does not reflect interestingness. Significance tests are (too)
strongly dependent on the amount of available data.

The effects of rejecting insignificant patterns strongly depend on the size of the used
datasets. If the dataset is overall relatively small, then rarely appearing patterns will
almost always get filtered out, even if they describe very strong correlations in the data.
On the other hand, patterns with a large coverage might pass the test despite showing
only weak correlations. If there is only limited data available, then data mining results
get dominated by high coverage patterns, if automatic rejection of insignificant patterns
is performed.

However, in many application scenarios strong influence factors are especially of
interest, even if they are less generally applicable. As an example, consider a study in a
medical domain: Here, finding a candidate for a small group of patients (e.g., those hav-
ing certain comorbidities) that can almost always be succesfully treated with a certain
drug provides far more practical advantages than validating that the treatment success
differs marginally between two large groups, e.g., between genders. This preference is
also reflected by a trend in applications sciences, which increasingly utilize additional
methods that go beyond null hypothesis significance testing, e.g., by measuring the ef-
fect size [12, 7]. Furthermore, such weak influences described by high coverage patterns
are probably more likely to be already known previously.
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3 Decision factors for automatic filtering

In a specific target application a variety of factors should influence the decision on
automatic significance tests for pattern filtering. These include:

– Does the target application per se require statistically valid results, such as in scien-
tific applications or empirical medical research? In these cases, statistical filtering
is of course inherently motivated.

– How many potentially interesting patterns are found (without significance testing)?
If there are many patterns, additional significance filtering can help to focus on the
most relevant ones. However, also larger correction factors have to be applied in
this case.

– How much manpower is available for the manual inspection of the results? More
manpower allows to inspect also insignificant results, discouraging automatic fil-
tering. Since more hypotheses can be rejected manually than automatically, later
significance testing of the remaining candidates on a separate test set will be more
powerful.

– How knowledgeable and experienced is the target audience regarding the interpre-
tation of statistical data? Care should be exercised when presenting non-significant
results to inexperienced users.

– How closely are domain experts involved in the mining process? Statistical filtering
is more difficult to apply if several iterations of data mining results are investigated
by domain experts and mining parameters are adjusted according to their feedback.
Consider saving a part of the data for hypothesis confirmation after the actual min-
ing process in this case.

– What is the level of interactivity used in the mining process? Automatic filtering is
currently optimized for purely automatic tasks.

– Can additional data be acquired for specific hypotheses, and at which cost? If ad-
ditional data is available, then interesting, but not confirmed hypotheses are more
relevant.

– Are non-statistical methods available that can confirm a hypothesis with reasonable
effort? If hypotheses can be approved by other means, strict statistical testing might
not be necessary.

Of course, these factors may point in opposite directions, so a trade-off is necessary
most of the time. The actual decision on automatic rejection of not-significant patterns
has to be made according to the actual problem at hand.

4 Conclusions

In this position paper, we argued against strict automatic rejection of data mining re-
sults, which do not pass a statistical significance test. Furthermore, we presented a list
of factors that should influence the decision on automatic significance testing.

So, do these arguments imply that pattern mining should by no means employ statis-
tical significance testing? Not at all. In fact, not considering the statistical significance
of the result in particular with respect to the implications of the multiple comparisons
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problem might be one of the most critical mistakes one can make in the assessment of
data mining results. However, automatically rejecting all result patterns, which do not
pass a certain significance may come not too far behind. An experienced data analyst
should always carefully consider the task at hand and the application context, e.g., the
usage of the result patterns, the ability to acquire additional data for specific patterns
and the capacities for the manual inspection of results.
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