Intonational Speaker Verification:
A Study on Parameters and Performance Under Noisy Conditions

Sadjad Siddiq", Tomi Kinnunen', Martti Vainio®, Stefan Werner!
!University of Eastern Finland, Joensuu, Finland

2University of Helsinki, Helsinki, Finland

ssiddiqg@cs. joensuu.fi, tkinnul@cs.joensuu.fi

Abstract

Prosody-based speaker verification using fundamental fre-
quency (fo) is considered. Our study consists of two phases.
First, we do extensive optimization of parameters to establish
a baseline system before dealing with noisy conditions. This
includes a study of fo extractor parameters, choice of features
(discrete cosine transform, discrete Fourier transform, Legendre
polynomials, linear prediction), fo track interpolation (none,
linear, Hermite), framing parameters and windowing (none,
Hamming), fo representation domain (linear, log), number of
transformation coefficients and, finally, use of higher-level delta
coefficients. Using the optimized parameters, we then explore
the robustness of prosody features under white noise and factory
noise degradations. Using a GMM-UBM system on the NIST
2006 SRE corpus, we reach an EER of 28.4 % and 27.6 % for
the intonational and MFCC features respectively at -20 dB SNR
white noise contamination; fusion of the two yields an EER of
24.38 %.

Index Terms: speaker recognition, prosodic features, funda-
mental frequency

1. Introduction

Speaker verification is the task of deciding whether two utter-
ances were spoken by the same speaker [1]. For a long time,
the dominant approach has been based on stochastic Gaussian
mixture modeling of spectral features [2, 3]. While the spec-
trum contains rich information about the speaker’s identity, it is
subject to environment and channel variations [4]. Since human
beings tend to pay attention to prosody [5], many authors have
considered prosodic features, most notably the fundamental fre-
quency or fo, for speaker recognition [6, 7, 8, 9, 10]

In early studies, fo contours were used in text-dependent
speaker recognition using time registration [11]. In text-
independent recognition, in turn, long-term distribution mod-
eling of fo is common [6]. But such a model discards the local
fo contour shape at the word and syllable levels. The use of fo
contour stylization and tokenization (based largely on intona-
tional phonology research tradition) is commonly used to model
the temporal properties of fo [8, 9, 10]. In these methods, one
segments the fo contour into syllable-like segments and repre-
sents each segment using either discrete (e.g. rising and falling
pitch accents) or continuous features (e.g. max/min values and
slopes of stylization segments).

In this paper, we consider a computationally efficient and
straightforward modeling of local prosody for speaker recogni-
tion. We adopt a few common techniques from spectral feature
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extraction to modeling of temporal and spectral content of the
fo track. To this end, we chunk the f; track into fixed-length
frames which are then transformed into a sequence of feature
vectors (Fig. 1) modeled using a standard Gaussian mixture
model approach [2]. Our goal is to answer the following design
questions:

1. Should the fy extractor be configured to produce less
(but more reliable) fo values or more intonation data (but
with possible tracking errors)?

2. Should gaps in the fo contour be interpolated?

3. How to choose the frame size and frame rate? Should
data be windowed?

4. Which fo domain should be used (linear or log)?

5. Which basis function best suits prosody modeling? How
many features are needed?

6. Are local dynamic (delta) features useful?

7. How are fo features affected by additive noise? At what
SNR level do we have a break-down point?

8. How do fj features compare to spectral MFCC features?

While some of these questions are independently addressed
in literature [9, 10, 12] our goal is to provide conclusive recom-
mendations on these design considerations on a common set of
data (chosen to be the telephone quality NIST 2006 SRE cor-
pus). Moreover, due to our recent efforts in recognition under
noisy conditions [4], we pay special attention to robustness of
fo features under additive noise degradation.

2. Computing Intonational Features
2.1. fo Tracking and Pre-Processing

Figure 1 summarizes the feature extraction of the fo features.
For the first step, fo tracking, we utilize the autocorrelation
based get £0s method from the Snack Sound Toolkit [13], also
distributed in the WaveSurfer software. In an early phase of
the study, we also considered the autocorrelation method in the
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Figure 1: The feature extraction setup



popular Praat software [14] but ended up using get £0s. The
two methods yielded generally similar fo tracks, but get£0s
as computationally more feasible was chosen.

We interpolate in short gaps (less than 200 milliseconds)
of the f contour caused by unvoiced consonants or short non-
speech segments. In addition to standard linear interpolation
(e.g. [10]), we were curious to try if higher order polynomial
interpolation would be useful; to this end, we also consider Her-
mite interpolation, where values are interpolated with the help
of Hermite basis functions. If y(x) is a curve for which we want
to calculate values between x = 0 and x = 1, we can do so us-
ing the formula y;p(z) = Zi:o Prhn(x), where po = y(0);
p1 = ¥ (0); p2 = v'(1); p3s = y(1) and h,, are the Hermite
basis functions ho = 22* — 32> + 1; hy = 2 — 227 + 3
he = 2® — 2% and hs = —22° + 322

The interpolated fo curve is then segmented into overlap-
ping fo frames of N samples. We also wanted to see if data win-
dowing would have any benefit. For this, we apply a standard
Hamming window w(n) = 0.54 — 0.46 cos(2nn/N) where
0 < n < N — 1 indices the samples within an f frame. Win-
dowing in DFT and autocorrelation-based LP for reducing spec-
tral leakage and boundary effects is standard.

2.2. Intonational Feature Extraction

Four techniques are considered for local fo con-
tour parametrization. The first technique, discrete
cosine transform (DCT), sometimes known as
DCT-II, over N-sample frame x(n) is defined as
D(k) = A(k) Zfz_ol z(n)cos[(w/N)(n + 1/2)k] where
A(k) = 1/V/N for k = 0 and A(k) = 2/VN for
0 < kK < N — 1. The DCT is effective in de-correlating
the features and a standard tool in data compression. It has
also been used for representing intonational features in both
recognition [10] and voice conversion [15] applications.

The second technique, discrete Fourier transform (DFT),
is computed using the fast Fourier transform (FFT) and de-
fined as X (k) = SN z(n)e 2™'N | where i £ /1 is
the imaginary unit and k denotes the discrete frequency index.
We are not aware of other works using the DFT for intona-
tion parametrization. In this paper, to mimic typical process
for spectral feature extraction, we consider only the log-spectral
magnitude log,, | X (k)|. Cutting the signal down into segments
distorts the phase which is discarded by keeping the magnitude
information only, and logarithmic representation helps to bal-
ance the magnitudes which would otherwise be dominated by
the lowest frequencies only due to the lowpass nature of the fo
contour.

Another popular technique uses Legendre polynomials
(Leg.) to represent local intonation [9]. Here, we use MAT-
LAB’s built-in function 1egendre to generate fully normal-
ized associated Legendre functions. The Legendre features are
then generated by projecting the fo frame on these basis func-
tions.

The last technique, linear predictive cepstral coefficient
(LPCC) features, are based on the well-known linear predic-
tion model [16]. LP is commonly used for modeling short-
term spectrum in both recognition and synthesis applications,
but we are not aware of it being studied for intonation repre-
sentation. In LP, one assumes that a signal sample can be pre-
dicted as linear combination of p previous samples as &(n) =
¥ _, arxz(n — k). We fix the predictor order to p = 16 in this
study. The predictor coefficients {ay} are optimized by mini-
mizing the residual energy £ = Y, (x(n) — > _%_, arxz(n —

k))? over each analysis frame and then converted into cepstral
coefficients using the standard recursive formula (e.g. [17]).

2.3. Further Considerations

Comparing DCT and DFT, DCT can be seen as a contour ap-
proximation that captures both the magnitude (range of local
fo) and shape (e.g. locations of peaks and valleys), whereas
DFT captures the magnitude only. Note also that it is important
to keep in the DC coefficient in both DCT and DFT (D(0) and
| X (0)], respectively) as this represents the average fo informa-
tion of the segment, which is known to discriminate speakers
(e.g. [18, 6]). Similarly, the LP model is insensitive to signal
scaling, that is, the same predictor coefficients are obtained for
an fo frame multiplied by a constant. To include fy scale infor-
mation, we include the average fo of the fo frame to the LPCC
feature vectors.

Delta and double delta coefficients of spectral features are
used in nearly all speech processing front-ends to incorporate
local spectral dynamics to the short-term frames. Thus, we were
curious to see if they are helpful for intonation modeling as well.
We first compute the base coefficients and then append deltas
and double deltas calculated from these coefficients. The delta
coefficients are computed using Ac(t) = c(t + 1) — c(t — 1)
where c(t) denotes the DCT, DFT, Legendre or LPCC coeffi-
cients at the tth fo frame. Similarly, double deltas are obtained
as A%c(t) = Ac(t + 1) — Ac(t — 1). Careful handling at the
voiced/unvoiced boundaries is required. Here, we simply dis-
card those feature vectors whose delta or double delta compu-
tation extends over a voiced/unvoiced boundary. This approach
of modeling intonational dynamics is not the same as appending
fo with its deltas (e.g. [7]) because the deltas here are computed
using the basis function coefficients rather than raw fo values.
Since fo frames already contain information of local fo dynam-
ics, the delta features in this study span over longer temporal
contexts.

3. Experimental Setup

We have selected the core condition in the NIST 2006 speaker
recognition evaluation (SRE) corpus for the experiments'. The
corpus consists of telephony speech with 816 target speakers
(354 males, 462 females), 5077 genuine trials and 48,889 im-
postor trials that are all gender-matched. For feature modeling
and classification, we utilize a standard Gaussian mixture model
— universal background model (GMM-UBM) [2]. We use 64
and 512 Gaussians for the fo and MFCC features (12 MFCCs
+RASTA + A/A? + CMVN), respectively. Gender-dependent
UBMs are trained using the NIST SRE 2004 corpus. To as-
sess recognition accuracy, we report the equal error rate (EER)
which corresponds to the operating point with equal number of
misses and false alarms.

Table 1: Parameters of prosodic feature extraction based on fp-values

Basis function independent Range
get £0s configuration Config. 1,2,3 or 4

Interpolation None, linear or Hermite
Frame duration Approx. 70 ms to 300 ms
Frame shift (% to %) x frame duration
Basis function dependent Range

Windowing Rectangular or Hamming

Processing domain of fo values  Linear or logarithmic
Number of coefficients 21020

'http://www.itl.nist.gov/iad/mig/tests/sre/
2006/index.html
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Figure 2: Different fo curves extracted from the same segment of
speech using all four configurations in Table 2

Table 1 summarizes the most important parameters of fea-
ture extraction. Four different fo tracker configurations, as visu-
alized in Fig. 2, with different amount and quality of extracted
fo values are considered. The detailed get £0s-settings for
each configurations are shown in Table 2. Configurations 1 and
4 lead to smallest and highest number of fy values, respectively,
with the other two falling in between these two.

Table 2: Settings of the four configurations; Config. 2 is get£0s’s
default configuration, differing values are printed bold

1 2 3 4

Cost for octave fo jumps 0.5 | 035 0.7 0.5
Weighting given to fo trajectory 00225 | 002 | 0.02 | 0.0225

smoothness ) ’ . .
Correlation peak threshold 0.05 0.3 0.05 0.05
Weighting of shorter lags 0.7 0.3 0.7 0.7
Amplitude-change-modulated

VUV transition cost 05 0.3 14 14
Spectral-change-modulated VUV 05 05 | 042 0.42

transition cost - : . }
Bias towards voiced hypothesis 0 0| 042 0.91

4. Results

4.1. Choosing fo Tracker and Interpolation Parameters

We first optimize the fy tracker and interpolation parameters.
For these experiments, we use 6 coefficients extracted using the
DCT on Hamming windowed frames of linear fo values with
a length of 200 ms. The results for all 12 combinations of
the four extractor configurations and three interpolation tech-
niques are shown in Fig. 3. Hermite interpolation performs
poorly whereas the two other techniques are close to each other.
In general, accuracy improves by extracting less but more re-
liable f, frames (configurations 1 and 2), as was also shown
in previous work [10]. For the following experiments, we will
use get £0s-configuration 2, no interpolation, a frame size of
200 ms and a frame shift of 20 ms.
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Figure 3: The performance of the different interpolations. Refer to Ta-
ble 2 for the four fy configurations
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Figure 4: Varying number of extracted coefficients for all basis func-
tions

4.2. Comparing the Basis Functions

Table 3 shows the results for all four basis functions using dif-
ferent settings for the processing domain of the fo values (linear
or log) and the windowing of the frames (none or Hamming).
The optimum setting clearly depends on the basis function. For
DCT, DFT and LPCC, windowing has mostly positive effects
and will be used from now on but for Legendre features, win-
dowing degrades accuracy and is not applied. Logarithmic fo-
values will be used for the DCT, Legendre or LPCC features.
For DFT, linear fj is better (note that the DFT magnitudes, how-
ever, are always represented in log-domain).

Table 3: Windowing and processing domain

Windowing | Domain DCT | DFT Leg. LPCC
None linear fo | 29.63 | 28.23 | 27.28 | 39.56
log fo 27.81 | 29.23 | 26.02 | 31.06
Hamming linear fo | 28.49 | 27.13 | 27.98 | 41.74
log fo 27.06 | 29.27 | 26.69 | 30.34

Figure 4 further compares the four basis functions, con-
figured with the best settings as determined in the preceeding
experiment, by varying the number of feature coefficients. It
shows that DFT and Legendre features improve by increasing
the number of coefficients to 16; for DCT, good values are be-
tween 6 to 12 coefficients. The LPCC method yields generally
high error rates and is not considered further in this paper. We
hypothesize the reason to be that the autocorrelation method
treats values outside of the frame as zeros. Unlike a speech
waveform, which generally has positive and negative sample
values, the fo track contains strictly positive values — for speak-
ers with high pitch range, the boundary effects will be more
dramatic. Further study of the LP is required.

Table 4: Added Delta features

Frame length + shift (ms)
200+20 | 200+10 | 150+10 | 100+10 | 70+10
DCT | Base 26.49 27.28 28.52 30.57 | 32.48
+A 26.57 25.54 25.38 2476 | 24.41
+A2 26.95 26.24 25.72 25.17 | 24.19
DFT | Base 25.18 25.33 24.72 2496 | 26.55
+A 25.59 26.24 24.98 2447 | 25.04
+A2 27.43 29.03 27.95 26.72 | 26.32
Leg. Base 25.82 25.83 25.41 24.82 | 26.04
+A 23.56 23.89 22.81 2299 | 22.24
+A2 24.13 24.15 23.7 2297 | 22.28

Table 4 shows the effect of including the delta and double
delta coefficients. Since delta computation leads to a smaller
number of feature vectors due to boundary handling, we also
re-consider the framing parameters (frame duration and frame
shift). The results in Table 4 indicate, firstly, that smaller frame
duration improves accuracy. But the more interesting observa-
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Figure 5: Trained weighting of prosodic vs. spectral classifiers

tion is that the higher-order dynamic information is very use-
ful — for instance, DCT accuracy improves from 32.48 % to
24.19 %, a relative reduction of more than 25 %. Finally, most
of the improvement comes from the first order deltas — accuracy
degrades in most cases when double deltas are included.

4.3. Evaluation in Additive Noise and Fusion With MFCCs

We next evaluate fo feature robustness under additive noise
conditions. Based on Table 4, we use a 70 ms long fo frame
with 10 ms shift, with base and first order delta coefficients. The
results under white and factory noise corruptions are shown in
Tables 5 and 6, respectively, along with a MFCC baseline ref-
erence (both without and with spectral subtraction [19]) and fu-
sion of the two. fj features remain almost intact until -10 dB for
both noise types (sometimes they even slightly improve when
more noise is added which confirms the general claim of robust-
ness of intonation). For the MFCC features, spectral subtrac-
tion appears critical but the fo features do not require any addi-
tional pre-processing. In fact, spectral subtraction was found to
be detrimental for the intonational features since it introduces
artefacts recognized as voicing by the get £0 s-algorithm, cor-
rupting the extracted fo curve since fo values are also found in
unvoiced regions and even regions without speech content.

Table 5: Performance under white noise contamination

Intonational features MFCC features Fusion

SNR (dB) | (1) DCT | (2)DFT | (3)Leg. || (4) w/oSS | (5) with SS || (3)+(5)
original | 24.41 25.04 22.24 9.87 9.99 9.37
20 | 24.25 24.92 22.11 9.98 10.12 9.36
10 | 23.95 24.72 21.96 10.56 10.28 9.40

0| 2423 2492 21.98 14.81 11.49 10.23

-10 | 25.73 26.77 23.15 31.67 14.95 13.04

-20 | 30.52 31.76 28.42 39.33 27.61 24.38

-30 | 42.29 41.90 40.49 45.92 46.03 41.48

Table 6: Performance under factory noise contamination

Intonational features MFCC features Fusion

SNR (dB) | () DCT | (2) DFT (3) Leg. H (4) wlo SS | (5) with SS H (3)+(5)
original | 24.41 25.04 2.24 9.87 9.99 9.37
20 | 24.74 24.96 22A61 10.28 10.16 9.51

10 | 24.62 24.77 22.49 10.70 10.68 9.84

0 | 2456 24.78 22.40 11.65 11.46 10.26

-10 | 26.23 26.47 23.81 2251 13.25 11.73

-20 | 31.80 32.98 30.04 29.78 21.12 19.13

-30 | 4245 42.50 41.34 39.11 36.85 36.34

Fusion of prosodic and spectral classifiers yields the best
results. Tables 5 and 6 show the EERs for the fusion of the best
prosodic (Leg.) and the best spectral (MFCC with spectral sub-
traction) classifiers. Fusion is realized as linear weighted fusion
f = B+ wregLLRLeg + wnrccLLRMrcc, where the bias 3
and the weighting for the log-likelihood ratios of the MFCC and
Legendre classifiers are optimized using logistic regression?.
Even though the oversimplified approach of training and testing
fusion on the same data set and fixed SNR rates hardly match
real-world conditions, the classifier weights clearly indicate in-
creasing importance of prosodic features with decreasing SNR;
Fig. 5 shows |wreg|/(|WLeg| + |wmrcc]).

2http://www.dsp.sun.ac.za/~nbrummer/focal/

5. Conclusion

Coming back to the questions posed in the introduction, we rec-
ommend to use the default get £0s configuration for the fo
tracker, producing fewer but more reliable f; values. Data in-
terpolation is not recommended. A window size of about 70 ms
and a very small frame shift of 10 ms with logarithmic f; values
seem to work best, as suggested by Sonmez et al. ([18]). Re-
garding the basis functions, Legendre polynomials are recom-
mended — after optimizing the parameters of each method, the
Legendre method yielded systematically the lowest error rates
under all considered SNR levels and for both white and factory
noise. Interestingly, the first order delta coefficients of the base
features yield significant boost to the features. As for the ac-
curacy in noisy conditions, fo features are almost intact until
-10 dB SNR level. Finally, MFCC features yield systematically
higher accuracy but additional spectral subtraction processing
is necessary; the intonational features, in turn, require no ad-
ditional data cleaning. Fusion experiments show that prosodic
features can especially improve the recognition rate of noisy
signals.
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