Image retrieval

Two main approaches:

1. Keywords

· Keywords manually typed for the images

· Separate database of keywords

· Classical text search methods applied

· Not automatic

· Semantic content “it is cat” can be included

2. Content-based retrieval

· Query-by-example principle: find similar images to a given input image

· Search automatic via image matching 

· Only visual information can be modelled

Content-based image retrieval

Retrieval process:

· Sample image as input

· Images are modeled by feature vectors (FE)

· Search performed by matching of features (M)

· On-line approach: everything made real-time (flexible but slow)

· Off-line approach: features are fixed and database images are processed beforehand.

· On-line matching: T = (N+1)(TFE + N(TM
· Off-line matching: T = TFE + N(TM
· Search can be iterated by user feedback

Image matching:

· Color similarity

· Shape similarity

· Texture similarity

Web demo:

http://wang.ist.psu.edu/IMAGE/
Color similarity

Matching in 1-D color space (gray scale images):

· Color distribution modeled as histogram
· It is now histogram comparison problem.

· Can be solved by calulcating the difference histogram, and measuring the area of the difference.

Matching in 3-D color space:

· Approach 1: Project pixels from 3-D color space to 1-D color space: 

i. RGB ( YUV ( Y (only brightness)

ii. RGB ( HSI ( H (dominant color)

· Approach 2: Generalize 1-D methods to 3-D

i. Model the color distribution as area in 2-D space, or as volume in 3-D space.

ii. Calulcate the difference of area/volume

· Approach 3: Approximate color distribution by color quantization

i. Generate codebook of image colors

ii. Map input image to the codebook

iii. Calculate MSE of the mapping

iv. Two-way mapping must be made.

Shape similarity

http://cs.joensuu.fi/pages/franti/image/ht-match-slides.doc
Motion analysis

Printed slides taken from:

“On the object detection in motion images”

Hannu Haven

MSc thesis, 1996

Links for other material:

http://www.it.lut.fi/opiskelu/IPCV/IPCV.html
http://www.uni-koblenz.de/~lb/lb_motion/motion.html
http://www.icaen.uiowa.edu/~dip/LECTURE/lecture.html
http://leonardo.telecomitalialab.com/icjfiles/mpeg-4_si/index.htm
Region growing for object tracking

“Object tracking in image sequences using region growing”

Tero Koistinen

MSc thesis, 2003

Three test sequences:

· 1: Camera is moving around static object (ball)

· 2: Cat is moving on veranda, camera tries to follow

· 3: Cat is moving on lawn outside the house.
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2-d region growing:

· Region growing (RG) designed for segmenting single image

· Can be applied for sequence of images (video frames) by using information (center point, statistics) for analysing next frame.

· Input point xi given by user

· Extract object from the first image Area ( RG(x, I1, parameters);

· REPEAT

· x ( Find new starting point;

· Update growing parameters;

· i ( i + 1;

· Area ( RG(x, Ii, parameters);

UNTIL no more images;

· New start point can be geometric center of the previously extracted region.

· Since object is moving, the starting point can be outside of image ( starting point is searched from the neighborhood as long as a point is found, whose value satisfies with the previous growing rule.

· Problem: region can be flooded beyond the object ( geometric center point can be somewhere outside of the image.

· Motion could be taking into account: new point ( center point + motion vector.

· Preprocessing with median filtering could be used to clean images.

3-d region growing:

· Apply 2-d region growing to first image

· Generalize neighborhood to 3-d by considering time as the 3rd dimension:

· 4-pixel neighborhood (2-d) ( 6-pixel neighborhood (3-d)

· 8-pixel neighborhood (2-d) ( 26-pixel neighborhood (3-d)
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Example of 3-d region growing:
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Region flooding beyond the object in 3-d:

· Problem: region can be flooded beyond the object ( region extends to two different object resulting non-convex (spatially separated) object.

· The object is still tracked but unnecessary background will also be included.
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Growing criteria:

· Criteria can be similar as in 2-d case, but generalized to 3-d.

· For example, magnitude for 3-d gradient: 

[image: image5.wmf]T

Y

X

G

G

G

G

+

+

=


· Color difference can be measured similarly as the vector distance.

· The difference in areas (number of pixels) in subsequent frames can be used as an additional growing criterion. For example, allow the object extend at most 5 % in vertical or horizontal direction.

Gradient vs. color difference:

[image: image6.png]



[image: image7.png]



Growing using several seed points:
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HSI vs. RGB color difference:

· RGB representation is not useful if color of object is ”clean”, the HSI is better

· If color is not pure, HSI can fail easier.
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· 1st image: Tracking is still working ok,

· 2nd image: Tracking extended beyond cat to the shoes,

· 3rd image: Final result of tracking.

Tracking using RGB color system:
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· 1st image: First result similar to that of the HSI,

· 2nd image: Final result.

Tracking cat by 2-d and 3-d algorithm:
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2-D







3-D

Example of failure of 2-d algorithm:
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Summary:

· Overall, 3-D algorithm works better than 2-D algorithm - measured by the times the object was tracked through the end of sequence, and parameter setup is correct.

· 3-D can lose the object if it moves more than the area of previous frame covers.

· Problem of 2-D: it loses object because wrong seed pixel was chosen – algorithm started to track something else.

· Problem of 3-D: Object can expand more easily to the background.

Cell particle motion analysis

SYMBOL 183 \f "Symbol" Ask the starting point (a sample pixel within the particle).

SYMBOL 183 \f "Symbol" Extract the object by region growing technique.

SYMBOL 183 \f "Symbol" Parse the object by filling holes and by smoothing the boundaries.

SYMBOL 183 \f "Symbol" Calculate statistical information of the object for further analysis.

SYMBOL 183 \f "Symbol" Analyze the next frame of the image sequence.
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Cell partime motion analysis - description

The interesting particles of the cell are the euchromatin, chromatoid, and golgi complex. According to a theory, the euchromatin produces and codes the RNA, the chromatoid transfers it, and the colgi complex is the place where the RNA is stored. One way to verify the theory is to formulate the movement (the speed and places where the particle visits) and to detect the material it is carrying while moving.

The main goal of the research project is to develop a system which is capable of detecting the movement to a certain point, after which, if the detection seems to be impossible, the control is transferred to the user. The system is therefore going to be an user controlled expert system consisting of the following phases:

The analysis starts with the first image of the digitized image sequence. First the user points at the interesting cell, which is then extracted from the image by region growing technique. The initial pixel is the one under the mouse pointer. The algorithm considers each of the neighboring pixels and includes them into the object if they meet the uniform criterion, which is standard deviation of the 3SYMBOL 180 \f "Symbol"3 neighborhood of the candidate pixel. The region growing continues until no new pixel is found.

In the case of the first image, the threshold value of the growing rule should be manually given so that the extracted object correspond to the real particle as much as possible. If the initial pixel of the algorithm happens to be at a local peak where the standard deviation is high, the growth will stop before it has even been started. Therefore, at the early stage of region growing, the algorithm considers pixels from wider area than just the 8 nearest neighbors. For example, all the pixels within a 5SYMBOL 180 \f "Symbol"5 window could be checked.

After the object has been found, it is parsed. All the image pixels are processed by a local 3SYMBOL 180 \f "Symbol"3 window. A pixel will remain as an object pixel if the number of object pixels in the 3SYMBOL 180 \f "Symbol"3 neighborhood exceeds a predefined threshold value, say 3. Background pixels will also be included to the object if the same condition is met, resulting that possible holes inside the object is filled.

The next frame is then processed on the basis of the information given by the previous frame. The starting pixel is the centroid of the object pixels obtained in the previous frame. The standard deviation threshold of the growing rule is taken as the overall standard deviation of the previous frame. The process will continue until the end of the image sequence, or until the algorithm has lost the object and the user will stop the process.
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